Spontaneous pattern formation upon incoherent waves: From modulation-instability to steady-state

Liad Levi, (1)  Tal Schwartz, (1)  Ofer Manela, (1)  Mordechai Segev(1) and  Hrvoje Buljan(2)
(1)Physics Department and Solid State Institute, Technion, Haifa 32000, Israel
(2)Physics Department, University of Zagreb, Zagreb, Croatia
gsliadl@tx.technion.ac.il

Abstract: We study the long-range propagation of incoherent light following the modulation instability (MI) process in non-instantaneous nonlinear Kerr-type media. We find that the system eventually reaches a steady-state characterized by a lower degree of coherence than in the initial state, with small fluctuations around a pronounced mean value. We find that the average values of the spatial correlation distance at steady-state and the fluctuations around it, which are obtained either through ensemble averaging, or by spatial averaging, or via temporal averaging, are all identical. This feature may be viewed as indication of ergodic behavior, which occurs in the long-time evolution following incoherent MI. Finally, we find that the steady-state properties of the system depend on the initial coherence but not on the nonlinearity strength, although the system evolves faster to steady-state as the strength of the nonlinearity is increased.
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1. Introduction

The phenomena of spontaneous pattern formation and modulation instability (MI) are found in many nonlinear systems in nature [1]. In such a process, an extended state breaks up, disintegrating into localized excitations (e.g., filaments in spatial optical systems [2-4] or short pulses in temporal ones [5]), as random noise gets amplified through nonlinear evolution. The end result could be an ordered pattern (typically, if the system supports stable solitons) [5], or an ongoing dynamic process such as catastrophic collapse [2] or even chaos [6,7]. In spatial optical systems, MI was traditionally believed to be a fully coherent process [8]. However, following the discovery of incoherent (random-phase) solitons [9-11], MI was predicted [12-14] and demonstrated [15-19] also in incoherent wave systems. These studies revealed that incoherent MI occurs only when the nonlinearity exceeds a well-defined threshold value, which manifests the balance point between two opposing tendencies: the nonlinear self-focusing of small perturbations, and their linear diffusive washout resulting from the combined effect of diffraction and incoherence [12-16]. Below the threshold, no pattern emerges, whereas above threshold self-focusing leads to the formation of a periodic pattern [12-21]. The studies on incoherent MI were thus far concerned only with the early stages of MI formation. It is, however, natural to ask what happens after the MI pattern has already formed, and continues to evolve for a long distance. Does the system ever relax to a steady-state? If so, how is this steady-state characterized, and how does it depend on the initial state of coherence and the strength of the nonlinearity?
The fundamental question of relaxation to equilibrium via nonlinearity dates back to Fermi, Pasta and Ulam [22]. Several recent studies address relaxation in the context of incoherent light ([23,24] and references therein). In those systems, relaxation processes were studied by using kinetic wave theory [23-25], in which linear dispersive effects dominate over the nonlinear phenomena [23]. It is generally accepted that relaxation occurs in non-integrable systems, where diffusion in phase space leads to equilibrium [23,24], whereas integrable systems are expected to exhibit recurrent motion reflecting the regular phase space structure of nested tori [23]. Despite that general trend, one may find examples of relaxation in integrable systems [26,27].

Here, we study the long-range propagation of incoherent waves, following incoherent MI, in non-instantaneous Kerr-type media, and in one spatial dimension. In section 2 we describe the mathematical model we utilize, and in section 3 we define the physical quantities describing the relaxation process in the system. In the following section (4) we will show that this integrable classical nonlinear wave system reaches a steady-state (a dynamic equilibrium state), at which the coherence is smaller than the initial coherence, i.e., the disorder within the beam increases to its steady-state value. In section 5 & 6 we show that the average values of the spatial correlation distance at steady-state and the fluctuations around it, obtained either through ensemble averaging, or by spatial averaging, or via temporal averaging, are all identical. This feature may be viewed as an indication that the system is ergodic. In section 7, we show that, above the MI threshold, the spatial correlation distance at the steady-state does not depend on the nonlinearity strength, but on the initial coherence; however, the strength of the nonlinearity scales the distance to equilibrium. Finally, we summarize our results in section 8.

2. Model

We study the propagation of quasi-monochromatic spatially incoherent light in a non-instantaneous Kerr medium by using the modal theory [11]. The slowly-varying envelope of the partially-incoherent wave \( E(x,z,t) \) is represented via the sum of orthonormal modes \( \Psi_n(x,z) \), as \( E(x,z,t) = \sum_n c_n(t) \Psi_n(x,z) \), where the modal coefficients \( c_n \) stochastically fluctuate in time in a fully uncorrelated fashion, that is, \( \langle c_m c_n^* \rangle = \delta_{mn} d_n \) [11]; \( d_n \) are real numbers representing the modal weights. The modal functions \( \Psi_n(x,z) \), within the slowly-varying amplitude approximation, obey a set of coupled nonlinear-Schrödinger equations (also known as the integrable N-Manakov set [29-30]),

\[
i \frac{\partial \Psi_n(x,z)}{\partial z} + \frac{\partial^2 \Psi_n(x,z)}{\partial x^2} + I(x,z) \Psi_n(x,z) = 0 \quad n = 1,2,...,N, \tag{1}
\]

where \( I(x,z) = \sum_n d_n |\Psi_n(x,z)|^2 \) denotes the time-averaged intensity (units are dimensionless as in [31]); the average is taken with respect to the response time of the nonlinearity, which is considerably longer than the fluctuation time of the modal coefficients \( c_n(t) \). The system can be equivalently described by the mutual coherence function

\[
B(x_1,x_2,z) = \langle E^*(x_2,z,t) E(x_1,z,t) \rangle = \sum_n d_n \Psi_n(x_1,z) \Psi_n^*(x_2,z) \tag{2}
\]
describing the field correlations between two spatially-separated points across the wave [28]. The evolution of the mutual coherence function \( B(x_1,x_2,z) \) can be derived straightforwardly from Eq. (1):
\[
\frac{\partial B(x_1, x_2, z)}{\partial z} = i \left( \frac{\partial^2 B(x_1, x_2, z)}{\partial x_1^2} - \frac{\partial^2 B(x_1, x_2, z)}{\partial x_2^2} \right) + i \left( B(x_1, x_1, z)B(x_2, x_2, z) \right) \]  
\tag{3}
\]

One of the integrals of motion of this system, that we will utilize later on, is

\[\int \int |B(x_1, x_2, z)|^2 \, dx_1 dx_2.\]

This follows after integrating Eq. (3) over \(x_1\) and \(x_2\), and by assuming that the fields decay to zero at infinity (which is reasonable for physical systems), or that the boundary conditions are periodic (as we assume in this paper).

3. Physical quantities used for describing relaxation

The state of the system is fully described with the mutual coherence function \(B(x_1, x_2, z)\) (or equivalently the modes \(\Psi_n(x, z)\), and their weights \(d_n\)). We emphasize that the initial condition for incoherent MI is \(B(x_1, x_2, z=0)=\tilde{B}_0(x_1 - x_0) + \tilde{B}(x_1, x_2, z=0)\), where \(\tilde{B}_0\) denotes a beam with uniform intensity \(\tilde{B}_0(\tilde{0})=\tilde{B}(\tilde{x}, \tilde{x})=\tilde{l}(\tilde{x})\equiv\tilde{l}_0\), while \(\tilde{B}(x_1, x_2, 0)\) denotes small initial noise upon the beam [12-16]. Thus, at a given propagation distance ("time") \(z\), the mutual coherence function and local physical quantities derived from it (such as the intensity pattern emerging from the MI process) depend on the spatial variable(s) and on the particular realization of the initial noise. It is however desirable that the quantities characterizing the long-term evolution do not depend on the particular realization of the noise. Hence, it is essential to repeat the simulations many times, each time with a different structure of the initial noise (of the same statistics), and obtain ensemble-averaged values. In order to understand the long-term dynamics, following incoherent MI, it is essential to study certain averages made over \(B(x_1, x_2, z)\). We introduce the spatial average \(\langle \cdots \rangle_s = \frac{1}{2d} \int_{-d}^d \cdots \, dx\) (2d is the size of the numerical window), the "time average" (which actually should be defined as "propagation averages") \(\langle \cdots \rangle_z\) (averages over the propagation coordinate), and the ensemble average \(\langle \cdots \rangle_e\) (in a similar fashion, statistical mechanics does not consider exact positions and velocities of molecules in a gas, but rather distributions and averaged quantities). All possible realizations of the initial noise span the ensemble. The ensemble averages are obtained by repeating numerical simulations, each time with a different realization of the (random) initial noise, and averaging a quantity over the thus obtained ensemble. As we show below, we find a relation between these averages, calculated in fundamentally different fashions. We also study the fluctuations around these averages which are quantified by the standard deviations (and higher moments).

The physical quantities utilized to describe relaxation are as follows. The first is the normalized transverse spatial correlation distance

\[l_c(x, z) = \left( \frac{\mu(x,x',z)^2}{\langle |\mu(x,x',z)|^2 \rangle} \right) = \frac{1}{2d} \int_{-d}^d |\mu(x,x',z)|^2 \, dx'.\]  
\tag{4}

Here, \(\mu(x_1, x_2, z)=B(x_1, x_2, z)/\sqrt{I(x_1)I(x_2)}\) [29] is the complex coherence factor, for which \(0 \leq |\mu(x_1, x_2, z)| \leq 1\). In the limiting case the fields at \(x_1\) and \(x_2\) are completely uncorrelated (fully correlated), \(|\mu(x_1, x_2, z)|=0\) \(|\mu(x_1, x_1, z)|=1\), respectively. The quantity \(l_c(x, z)\) is a measure for the order/disorder of the beam, as it is directly related to the randomness of the propagating field [29] \(l_c(x, z)=1\) for full coherence between all points on the cross section and point \(x\), whereas \(l_c(x, z)=0\) for full incoherence. Besides \(l_c(x, z)\), we analyze the
evolution of its ensemble average $\langle I(x,z) \rangle_s$, spatial average $\langle I_c(x,z) \rangle_s = L_c(z) = \frac{1}{2d} \int l_c(x,z) dx$, and “time” $\langle \cdots \rangle_z$ average. The quantity $L_c(z)$ describes the average spatial correlation distance at a given plane $z$.

Next quantity of interest is the transverse-variance of the intensity

$$M(z) = \left\langle (I(x,z) - \bar{I}(z))^2 \right\rangle_s = \frac{1}{2d} \int (I(x,z) - \bar{I}(z))^2 dx$$

where $\bar{I}(z) = \langle I(x,z) \rangle_s = I_0$ (conservation of power). $M(z)$ is a measure of the modulation depth (visibility) of the emerging pattern following MI at a plane located at $z$. This quantity is particularly useful as it is connected to the nonlinear (potential $U$) and diffractive (kinetic $T$) energies of the beam. Namely, the Hamiltonian of the system

$$H = \frac{1}{2d} \int dx \left[ \sum_{n=1}^{N} \left| \frac{\partial \psi_n(x,z)}{\partial x} \right|^2 - I(x,z)^2 \right] \equiv T(z) + U(z)$$

is conserved. The intensity variance may be written as

$$M(z) = \frac{1}{2d} \int dx \left[ I(x,z)^2 - \bar{I}(z)^2 \right] \approx -U(z) - I_0^2 = -H - I_0^2 + T(z)$$

Clearly, if $M(z)$ reaches steady-state, so do the nonlinear (potential) and diffractive (kinetic) "energies" within the beam.

Finally, we will use the spatial power spectrum of the incoherent beam to study relaxation. This quantity is the incoherent sum of the Fourier transforms of the $N$ modes comprising the beam, that is, $P(k,z) = \sum d_n \left| \int dx e^{-i k_n x} \psi_n(x,z) \right|^2$.

## 4. Results: Dynamics of averaged values

In what follows we simulate the evolution of the beam numerically over very large propagation distances (by solving Eq. (1) with a standard split-step Fourier method), and study the evolution of quantities defined in Sec. 3. The simulation consists of launching $N=3$ uncorrelated plane waves into the system, $\psi_n(x,0) = e^{i k_n x} + \delta \psi_n \ n = 1,2,3$, where $\delta \psi_n$ denotes small initial noise upon each mode (see Fig. 1(a)); for all our initial conditions $|\delta \psi_n / \psi_n| < 5\%$. The modal weights $d_n$ are chosen to conform to a Gaussian distribution in $k_n$ space (see Fig. 1(b)). This means that the incoherent beam comprises of several plane waves (each superimposed with small noise) propagating at symmetrical angles around the optical axis $z$, while the ratios among the amplitudes are given by the set $\{d_n\}$. The noise is chosen so that its spectral density is a Gaussian which is significantly wider than the Gaussian modal distribution of the beam, depicted in Fig 1(b).
The dynamics of the intensity $I(x,z)$, $l_c(x,z)$ and $M(z)$, for a single-shot propagation is depicted in Fig. 2(a), 2(b), and 2(c), respectively. From these figures we get an impression that the system evolves into some kind of steady-state. Note that $I(x,z)$ and $l_c(x,z)$ are local quantities in the sense that they depend on both $x$ and $z$ and their values at given coordinates depend on the structure of the initial noise (in contrast, $M(z)$ is already averaged over the spatial variables).

In order to quantify the relaxation to the steady-state (which is some kind of equilibrium), and obtain results which are independent of the particular structure of the initial noise, we study the dynamics of the ensemble and the $x$-averaged spatial correlation distance, illustrated in Fig. 3. Figure 3(a) shows a contour plot of the ensemble-averaged value of $\langle l_c(x,z) \rangle_{x=800}$, for average taken over 800 realizations of the initial noise. The simulations are similar to those of Fig. 2(b), but are carried out for longer propagation distances, and are averaged over the ensemble. We clearly see that the ensemble-averaged value $\langle l_c(x,z) \rangle_{x=800}$ is $x$-independent. This is underpinned in Figs. 3(b) and 3(c), which are cross sections of Fig. 3(a) taken at different arbitrary $x$ values. The result that $\langle l_c(x,z) \rangle_{x=800}$ is $x$-independent follows from the fact the initial condition without the noise has translational symmetry. While small
noise breaks this symmetry via MI, the average over the noise-ensemble restores this symmetry because the noise-ensemble should have no preferential x point. This result motivates us to explore and compare the ensemble-averaged $\langle \ldots \rangle_e$ and the spatially-averaged $\langle \ldots \rangle_x$ values of the correlation distance.

Figure 3(d) shows evolution of the $L_e(z) = \langle I_e(x, z) \rangle_z$. We observe that it is essentially identical to the evolution of $\langle \ldots \rangle_e$, from which we conclude that in this system, an average (of some local quantity) over the noise-spanned ensemble, is identical to the average over the spatial variable. This relation may be viewed as ergodic behavior. We should mention that in our numerical simulations $L_e(z)$ can depend upon the finite system size (numerical window) used in our simulations, while ensemble averaging depends on the size of the numerically used ensemble. It is clear that, when the system size is $2d$ and ensemble size become infinite, the two quantities are expected to be identical.

The most important result that follows from the simulations depicted in Fig. 3 is that, after incoherent MI has occurred, the system evolves into a steady state, for which the final spatial correlation distance is smaller than the initial one. We note that, before reaching the steady-state, the system goes through an oscillatory transient period where $L_e(z)$ fluctuates, and then it gradually relaxes to a steady-state (see Fig. 3(d)). A similar behavior is observed...
for $M(z)$ (see Fig. 2(c)), although it is opposite in its nature: while the system relaxes to its lower degree of coherence in steady-state, its visibility is increasing. This suggests that the two quantities, $L_c(z)$ and $M(z)$, are connected.

Figure 4 shows medium-range simulations of, $L_c(z)$ (solid line; left axis) and $M(z)$ (dashed line; right axis) superimposed on the picture of the MI intensity pattern. Figure 4 reveals that $L_c(z)$ and $M(z)$ exhibit anti-correlated oscillations throughout propagation.

We explain this observation by employing the conservation laws of our integrable system. If the beam maintains a uniform intensity during propagation, $I(x,z)\equiv I_0$, then the definition of $L_c(z)$, and the fact that $\int |B(x_1,x_2,z)|^2 \, dx_1 \, dx_2$ is an integral of motion, yield that the average spatial-correlation-distance does not change during propagation,

$$L_c(z) \equiv \frac{1}{2d I_0^2} \int |B(x_1,x_2,z)|^2 \, dx_1 \, dx_2 = \text{const.}$$

This situation, which necessitates a uniform intensity (or almost uniform), can occur (i) in the early stages of propagation, when the MI pattern has not formed yet (e.g., Fig. 4 for $z \leq 3$), and (ii) when the nonlinearity is below the MI threshold (the pattern never develops) [12-19]. However, Fig. 4 reveals much more: that $L_c(z)$ and $M(z)$ are anti-correlated not only in the regimes where the intensity is uniform, but actually throughout evolution, including at stages where the beam has high-contrast structures within it (see, for example, the intensity pattern in Fig. 4 at planes $z = 9, 13, 18$). To explain this, we employ Eq. (7), and the expression for the kinetic term via the spatial power spectrum of the light $T = \int dk_x k_x^2 P(k_x, z)$. When a high-contrast pattern appears, $M(z)$ increases; thus, according to Eq. (3), $T$ increases, and the power spectrum $P(k_x, z)$ broadens. At the same time, the increase in the width of the power spectrum $P(k_x, z)$ is generally associated with a decrease in the spatial correlation distance $L_c(z)$ (see Chap. 5 in
This explains why $M(z)$ and $L_z(z)$ are always anti-correlated. An alternative, more intuitive, explanation is as follows. When the pattern is of high contrast ($M(z)$ is large), regions of high intensity occupy a smaller region in space (conservation of power), i.e., the beam is effectively squeezed. Squeezing the beam in space due to high-contrast intensity fluctuations reduces the spatial coherence (just as the spatial coherence increases when an incoherent beam experiences diffraction-broadening [29]). We find this anti-correlation effect in all our simulations on incoherent MI, irrespective of the number of fields comprising the incoherent beam and of all parameters involved.

In this section we have shown that our system, described by a classical integrable model, enters a steady-state after long term propagation. Let us discuss the differences between our findings and another example of relaxation in an integrable system. It is well known that a localized excitation of coherent light [described with the NLSE] can relax to a soliton state by emitting redundant radiation to infinity (e.g., see [26]). This scenario is closely related to the fact that an integrable system is naturally divided into two subsystems: one of which includes one localized state (the soliton), whereas the other subsystem includes non-localized modes (radiation modes), which play the role of a dissipative-like mechanism enabling relaxation. In contrast to that scenario, where the separation between localized and extended states is clear-cut [26], our system of incoherent MI, albeit being integrable - cannot be easily separated into two such subsystems (simply because it is difficult to identify the soliton states – including the high-order ones – embedded within the pattern emerging from the incoherent MI process). Consequently, the dynamic equilibrium state described here is fundamentally different from that of Ref. [26].

5. Fluctuations around the mean values

In order to characterize the steady-state features of a many-body system, the mean values are insufficient. We would like to address the following questions. What are the fluctuations around the mean values? What is the probability of measuring $l_c(x, z)$ within some interval $l_c \pm \Delta l_c$, after the system has reached steady-state? In addition, it is very interesting to know whether propagation in $z$ spans the same statistics as the ensemble does. In order to address these questions, we take a single coordinate $(x, z_1)$, where $z_1$ is sufficiently large so that the system has already reached steady-state, and calculate the distribution of the $l_c(x, z_1)$ values that result from all possible values of initial-noise (i.e., these values are obtained by repeating the simulation many times, each time with different initial noise, and calculating $l_c(x_1, z_1)$). This distribution is plotted in Fig. 5(a). Figure 5(b) shows the distribution of the $l_c(x, z)$ values calculated at a fixed $x = x_1$, as it evolves in $z$ [only $z > 40$ values were taken into account, to ensure that in all cases the system has reached steady-state]. When the two histograms are normalized to have unity area, they serve as valid probability measures from which we can calculate fluctuations around the mean physical values. For example, in both histograms, the STD is 25% of the mean. Thus, fluctuations around the averaged value $\langle l_c(x, z) \rangle_c$ are fairly large (25%).

It is important to point out that both probability distributions appear to be equal. This may be quantitatively inferred as follows. We calculate the moments for both histograms, up to the 4th moments and compare them. Comparison between the moments of the two histograms reveals a high correspondence between their values. For example, the mean (1st moment) exhibit 98% correspondence, the STD (2nd moment) exhibits 96% correspondence and the 3rd and 4th moments exhibits 83% and 78% correspondence, respectively. We believe that the decrease in correspondences between the ensemble histogram (Fig. 5(a)) and cross-sectional histogram (Fig. 5(b)) as we go to higher moments is because the higher moments require a
larger statistics. That is, for accurate higher moments we need a much larger ensemble and a much longer evolution in $z$ in order to sample the whole “phase space” of the system.

These findings suggest that both histograms display the same statistics. This can be viewed as another ergodic behavior of the system in the sense that probabilities obtained by ensemble averaging, or averaging over (“time”) $z$-coordinate (also $x$-coordinate, see Sec 4.), are practically identical.

#### 6. Evolution of the spatial power spectrum

Another interesting and useful indication for the dynamics of the system is provided by analyzing the power spectrum of the incoherent beam as it propagates (see Fig. 6). Figure 6(a) shows the contour plot of the spatial power spectrum for a beam comprised of 41 plane waves, with modal weights $d_n$ chosen at the input ($z=0$) to conform to a Gaussian distribution in $k_x$ space (Fig. 6(b)). Figure 6(c) shows the power spectrum at $z=150$. Evidently, the power spectrum significantly broadens until reaching a given width, at which it stabilizes. This initial increase in width is consistent with the decrease of the spatial correlation distance (see Sec 4). To show this feature more quantitatively, Fig. 6(d) displays cross-sections of Fig. 6(a) at various propagation distances.

We should emphasize that the steady-state reached in the system is not a thermodynamic equilibrium, where the modes of the linear system (plane waves) would have been populated according to the Boltzmann distribution. This is in fact an expected result, because Eq. (1) possesses an infinite number of integrals of motion (conserved quantities; not only energy is conserved), thus the dynamics is far more restrictive in phase space. We conjecture that the properties of our dynamic steady-state are governed by the maximal entropy principle, constrained by the integrals of motion in the sense of Refs. [30,31].
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Fig. 5. (a) Distribution of the $l_{\zeta}$ values at the point $(x_i,z_i)$ shown in Fig. 3a, from an ensemble of 800 samples. (b) Distribution of the $l_{\zeta}(x,z)$ values chosen from a cut taken at a fixed $x = x_1$ and for various $z$. The values are chosen from a single-shot evolution, after the system has reached steady-state (i.e., only values for $z>40$ taken).
7. Dependence on the nonlinearity and on the degree of coherence

We now study how the steady-state depends on the strength of the nonlinearity. Our system is Kerr-type, where the nonlinear index change is proportional to the intensity, hence the system dependence on the nonlinearity strength is equivalent to its dependence on the optical intensity. Figure 7(a) shows the evolution of the average spatial correlation distance \( L_x(z) \) for different values of the initial intensity (all cases are above the MI threshold). For all values of the intensity (i.e., nonlinearity), the initial coherence \( L_x(z = 0) \) is the same. After the system has reached a steady state, \( L_x(z) \) seems to fluctuate around the same average value for all values of the nonlinearity. In order to quantify this, we rely on our...
previous results $\langle L_{c}(x, y) \rangle_{c} = \langle L_{c}(x, y) \rangle_{x} = \langle L_{c}(x, y) \rangle_{z}$, and employ an averaging window, which moves along $z$ [see Fig. 7(a)]; we calculate the average and the STD of $L_{c}(z)$ within that window as function of its position. This quantifies the difference/similarity in the evolution of $L_{c}(z)$ for different levels of the nonlinearity. The length of the window $\Delta z$ is chosen to be much longer than the mean period of the fluctuations in $L_{c}(z)$, but much shorter than the period of the large oscillations $L_{c}(z)$ exhibits during the initial stages (see Figs. 3 and 4). The use of this window is fully equivalent to averaging $L_{c}(x, z)$ over a rectangle in the $(x, z)$ plane which extends for a length of $2d$ in the $x$-direction, and $\Delta z$ in the $z$-direction.

![Fig. 7.](image)

(a) Evolution of the correlation distance, $L_{c}(z)$, for five values of the initial intensity; the plots are similar for $z \geq 10$. (b) $\langle L_{c}(z) \rangle_{z}$ and the STD $\sigma_{z}$. Both are independent of the position of the center of the averaging window. (c) Zooming into the initial stages of evolution; the distance to equilibrium, increases as the total intensity decreases.

We clearly observe that $\langle L_{c}(z) \rangle_{z}$ and the STD $\sigma_{z}$ are practically the same in all simulations [Fig. 7(b)]. That is, the nonlinearity has a negligible influence on the correlation properties at the steady-state. This observation is intriguing: for intensity values below MI threshold, $L_{c}(z)$ remains constant, maintaining its initial value $L_{c}(z=0)$, whereas for intensity values above the MI threshold (e.g., those of Fig. 7), $L_{c}(z)$ clearly evolves, yet its steady-state value $\langle L_{c}(z) \rangle_{z}$ does not depend on intensity, as long as it is above the MI threshold. This implies that the steady-state value $\langle L_{c}(z) \rangle_{z}$ exhibits a sharp decrease when the nonlinearity goes through the MI threshold. This is a surprising observation, because the system is Kerr-type, hence it is tempting to think that the evolution dynamics is scalable. Evidently, the sharp transition in $\langle L_{c}(z) \rangle_{z}$, when the nonlinearity goes through the MI threshold, defies scalability. Rather, the sharp transition is indicative of a phase-transition between two generically different behaviors [12-14]. What is indeed scalable is the distance
"time") to reach equilibrium, which is inversely proportional to the strength of the nonlinearity, as we find from many simulations as those displayed in Fig. 7(c).

Finally, we study the dependence of the steady-state properties on the initial coherence of the system, \( L_c(z=0) \). We do this by varying the ratio between the modal weights \( \{d_n\} \), while keeping the initial total intensity \( (\sum d_n) \) unchanged. Figure 8 shows the relative loss of spatial coherence of the beam at the steady-state, \( \Delta L_c / L_c(z=0) \) (left axis; black curve, where \( \Delta L_c = L_c(z=0) - \langle L_c(z) \rangle_z \}), as a function of the initial coherence, \( L_c(z=0) \). Figure 8 also shows the ratio \( \sigma_z / \langle L_c(z) \rangle_z \) (right axis; red curve), which indicates the magnitude of the fluctuations at the steady-state, also as a function of \( L_c(z=0) \). We find that the largest relative loss of coherence and the largest fluctuations occur at similar values of the initial coherence \( L_c(z=0) \). The existence of both maxima observed in Fig. 8 can be understood by considering the two extreme cases of fully-coherent light and highly-incoherent light, where \( \Delta L_c / L_c(z=0) = 0 \) and \( \sigma_z / \langle L_c(z) \rangle_z = 0 \). For a fully coherent beam, MI occurs without any threshold, and always remains coherent \( (L_c=1 \text{ for all } z) \). For a highly incoherent beam, such that it is below the MI threshold, \( L_c \) remains unchanged for all \( z \), because \( M(z) = 0 \) (see discussion above). Between these two extreme cases, the coherence of the system at steady-state is smaller than the initial coherence, hence a maximum change in coherence and in STD must occur at some intermediate value of \( L_c(z=0) \). Thus, as Fig. 8 reveals, the initial level of coherence \( L_c(z=0) \) strongly affects the steady-state of the system.

![Fig.8. Relative loss of coherence \( \Delta L_c / L_c(z=0) \) (black curve), and the ratio \( \sigma_z / \langle L_c(z) \rangle_z \) (red curve) at steady-state, both as functions of the initial coherence.](image)

8. Conclusion

Summarizing our findings, we conclude first that the long-range propagation of incoherent light following the modulation instability (MI) process in non-instantaneous nonlinear Kerr-type brings the system into a steady-state. We have shown that the experimentally-relevant quantities (spatial correlation distance and intensity-variance) after long-term propagation converge to mean values with fluctuations around them. The steady-state coherence is found to be lower than in the initial coherence. Further, we have also shown that the averages of the spatial correlation distance obey \( \langle \cdots \rangle_{\ell} = \langle \cdots \rangle_{\ell} = \langle \cdots \rangle_{\ell} \), and that their STD's obeys \( \sigma_{\ell} = \sigma_{\ell} = \sigma_{\ell} \). This can be viewed as ergodic behavior. We have found that the mean value of coherence at the steady state depends on the initial coherence of the system, but not on the strength of the nonlinearity (above the MI threshold).
Our results are interesting also from the point of view of integrability. The numerical simulations are performed in a classical nonlinear integrable system (the N-Manakov system with periodic boundary conditions), where it was generally believed that dynamics cannot relax but rather exhibit recurrences. Clearly, our system does reach a steady-state, with no recurrence.

We expect that the long-term evolution following incoherent MI in other systems will exhibit relaxation to some kind of steady-state as well. We believe that our findings in optics have counterpart in other fields, such as matter waves (e.g., see [34]), sound waves, plasmas, etc., basically wherever the governing equations are the same or similar. One such example is the long-term evolution (from some initial far-from-equilibrium state) of 1D $\delta$-interacting bosons, which is governed by a quantum integrable model [32,33] but is not yet fully understood (apart from the hard-core regime [27]).
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